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WHAT ARE WE GETTING INTO? 
 
Distributed Centers and the DoD High Performance Computing 
Modernization Program (HPCMP) form a partnership that involves much 
more than the transfer of funds to acquire high performance computing 
systems and peripherals.  Being selected and accepting selection as one of 
the program’s distributed centers entails agreeing to the partnership and its 
stipulations.  There are several key documents that define that partnership – 
the “winning” proposal package along with its supporting documents and 
“after selection” documents and the terms of reference which principals from 
the selected site and the Director of the HPCMP sign. 
 
The partnership places obligations upon the centers selected but those centers 
also enjoy substantial benefits as shared resource centers of the HPCMP. 
 
This paper does not discuss the benefits for they are fairly specific to each 
site and how they take advantage of what the program offers.  The current 
distributed centers are listed on the program’s WWW page and you are most 
welcome to contact any of the centers to discuss advantages of distributed 
center status. 
 
What this paper does discuss are the requirements of winning distributed 
centers. 
 
 

REQUIREMENTS 

 
1. Proposal Package:  In addition to the description of what you 

intend to accomplish and what percentage of HPCMP-funded 
systems’ cycles you will make available to off site DoD users, you 
will be held to either your proposed performance metrics (without 
negotiated modification) or to a negotiated set to which you and the 
HPCMP agree.  Note that you must obtain appropriate Defense 
Research and Engineering Network (DREN) connectivity to provide 
off-site users with cycles; hence your progress in receiving an 
Authority to Connect to DREN will be closely monitored. 

2. Follow-on Documents:  There are several documents you will need 
to prepare and submit after you are selected to become an HPCMP 
distributed center.  There are suspense dates associated with each 
document at paragraph 6 of the call for proposals.  A brief 
explanation of each document and a sample shot of each follow. 

 
Please note:  It is 
very important that you 
staff your center with 
qualified and motivated 
personnel and develop a 
team to assist you in 
initial implementation 
and running the center. 
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a. Signed Terms of Reference (1QFY2002) 

Terms of reference are the means used by the HPCMP to effect the 
transfer of funds to the sites selected for funding.  The program 
office also uses the document to delineate important requirements 
with which site signatories and their designated points of contact 
must comply.  The TOR is an officially binding agreement between 
the “performing organization” (the funded site) and the HPCMP.  
The program office management and staff review the TOR 
boilerplate stipulations each year before the boilerplate is finalized.  
Such reviews ensure that standard stipulations are current and have 
been adjusted, as necessary, to take advantage of any lessons 
learned since last published.  Here are some views of the draft TOR 
boilerplate used for the sites funded in FY 2000.  Note the recurring 
reports required on page four of the TOR  
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b. Procurement and Initial Implementation Plan (PIIP) 
(1QFY2002)  The PIIP provides the HPCMP with 
essential information concerning what is being procured 
and what acquisition vehicle(s) will be used.  The plan will 
give the program office a schedule of key events for 
system testing and availability and will provide an 
overview of site goals concerning the use of the system.  
All distributed centers  will actually keep the program 
office current on the completion of milestone schedule 
events in their quarterly reports.  The PIIP’s key events and 
the sites’ completion of the events are part of an evaluation 
and assessment process we will discuss later.   The format 
of the PIIP is displayed below.  An MS Word version of 
the document is in a format file linked from the HPCMP 
WWW page. 
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c. Buy List (1QFY2002)  The “buy list” is simply a detailed 
listing of the items you will procure.  You might consider it 
a parts list with prices.  It provides sufficient detail for the 
program office to know the capabilities of the system and 
peripherals and would include such detail as number and 
types of processors, the operating system and version, and 
the like. 
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d. Life Cycle Cost Estimate (LCCE)  (1QFY2002)  This 
document is used as input to develop the general life cycle 
cost estimate for the HPCMP.  Although the program 
provides only one time investment funding for the 
distributed centers, we still ask that you provide full 
LCCE, both investment and sustainment costs, for the 
distributed center.   Your initial estimate should include the 
year of funding, FY 2002, and two additional years, 
FY 2003 and FY 2004.  You will be required to update this 
estimate once a year by the first of December. 
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e. “TEMP” Addendum (2QFY2002)  This is your site’s 
plan to test and evaluate the system(s) you procure with 
HPCMP funds.  The Test and Evaluation Master Plan 
(TEMP), developed by the program office and approved by 
the Director, Operational Test and Evaluation, is a 
capstone plan for the various facets of the HPCMP.  The 
capstone TEMP is supplemented by addenda which detail 
how we will test and evaluate the smaller facets of the 
program.  Your site’s TEMP addendum will be reviewed 
by the HPCMO management and staff.  Your system tests 
will be witnessed by HPCMO management and staff. 

DEFENSE RESEARCH AND ENGINEERING NETWORK

ADDENDUM

TO THE

DOD

HIGH PERFORMANCE COMPUTING

MODERNIZATION PROGRAM

TEST AND EVALUATION MASTER PLAN

COMMON HIGH PERFORMANCE COMPUTING

SOFTWARE SUPPORT INITIATIVE

ADDENDUM

TO THE

DOD

HIGH PERFORMANCE COMPUTING

MODERNIZATION PROGRAM

TEST AND EVALUATION MASTER PLAN

DOD

HIGH PERFORMANCE COMPUTING

MODERNIZATION PROGRAM

TEST AND EVALUATION MASTER PLAN
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f. Security Plan Addendum (2QFY2002)  You will be 

responsible for developing an addendum to the HPCMP 
security plan that will detail responsibilities and 
procedures to ensure systems security.  Called the System 
Security Authorization Agreement (SSAA), it is the 
document format specified at enclosure 6 of DoD 
Instruction 5200.40, "DOD Information Technology 
Security Certification and Accreditation Process 
(DITSCAP)".  The format has been adopted DoD-wide and 
most services are requiring that documentation be 
converted to this format.  While it is not yet mandatory 
within our program, it is recommended and will most 
likely be mandated in the future.  The program office will 
provide sites a sample completed plan; here is the outline 
specified in the DoD instruction. 

 
1.  Mission Description and System Identification 

1.1.  System name and identification. 
1.2.  System description. 
1.3.  Functional description. 

1.3.1.  System capabilities. 
1.3.2.  System criticality. 
1.3.3.  Classification and sensitivity of data processed. 
1.3.4.  System user description and clearance levels. 
1.3.5.  Life-cycle of the system. 

1.4.  System CONOPS summary. 
2.  Environment Description 

2.1.  Operating environment. 
2.2.  Software development and maintenance environment. 
2.3.  Threat description. 

3.  System Architectural Description 
3.1.  Hardware. 
3.2.  Software. 
3.3.  Firmware. 
3.4.  System interfaces and external connections. 
3.5.  Data flow (including data flow diagrams). 
3.6.  TAFIM DGSA, (reference (o)), security view. 
3.7.  Accreditation boundary. 

4.  ITSEC System Class 
4.1.  Interfacing mode. 
4.2.  Processing mode. 
4.3.  Attribution mode. 
4.4.  Mission-reliance factor. 
4.5.  Accessibility factor. 
4.6.  Accuracy factor. 
4.7.  Information categories. 
4.8.  System class level. 
4.9.  Certification analysis level. 

5.  System Security Requirements 
5.1.  National and DoD security requirements. 
5.2.  Governing security requisites. 
5.3.  Data security requirements. 
5.4.  Security CONOPS. 
5.5.  Network connection rules. 
5.7.  Reaccreditation requirements. 

6.  Organizations and Resources 
6.1.  Identification of organizations. 
6.2.  Resources. 
6.3.  Training for certification team. 
6.4.  Roles and responsibilities. 
6.5.  Other supporting organizations or working groups. 
 
 
 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

7.  DITSCAP Plan 
7.1.  Tailoring factors. 

7.1.1.  Programmatic 
considerations. 
7.1.2.  Security 
environment. 
7.1.3.  IT system 
characteristics. 

7.2. Tasks and milestones. 
7.3.  Schedule summary. 
7.4.  Level of effort. 
7.5.  Roles and 
responsibilities. 

Appendices 
A.  Acronym list 
B.  Definitions 
C.  References 
D.  Security requirements and/or 

requirements traceability matrix 
E.  Security test and evaluation plan and 

procedures 
F.  Certification results 
G.  Risk assessment results 
H.  CA’s recommendation 
I.  System rules of behavior 
J.  Contingency plan(s) 
K.  Security awareness and training plan 
L.  Personnel controls and technical 

security controls 
M.  Incident response plan 
N.  Memorandums of agreement -- 

system interconnect agreements 
O.  Applicable system development 

artifacts or system documentation 
P.  Accreditation documentation and 

accreditation statement 
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IMPLEMENTATION 
 
STAFFING 
It is very important that you staff your center with qualified and motivated 
personnel and develop a team to assist you in initial implementation and 
running the center.  The success of a center hinges on having a manager and 
staff “chomping at the bit” to make the center a success.  Initial startup and 
implantation are difficult tasks that are 

- impossible to surmount without the right people 
but 
- truly profitable and enjoyable work with the right team. 

 
AUTHORITY TO CONNECT 
Once the follow-on documentation is over with, the next order of business 
will be to accept your system and get it up and running; prepare for a security 
Site Assistance Visit (SAV) and the official Security Test and Evaluation 
(ST&E) to connect to DREN/SDREN.  In the mean time, you will line up 
your on site users so that you can give them access while awaiting an 
Authority to Connect (ATC) to the HPCMP’s network.  You will also work 
with the HPCMO to identify off-site users who could utilize your system 
with minimum disruption to your organic workload.  You should certainly 
consider hosting one or more DoD Challenge Projects – high priority 
projects competitively selected each year for special HPC support. 
 
WWW 
Another important task is to assign someone to develop your distributed 
center’s WWW page.  This WWW page will serve as your distributed 
center’s “window” for users and other people interested in learning more 
about your center and the HPCMO.  Your developer will need to consult the 
DoD and HPCMP guidance concerning the page.  The guidance will be 
provided shortly after  your proposal is selected for funding. 
 
REPORTS 
Many of your ongoing tasks will involve submitting required documents and 
reports accurately and on time. 

Obligating documents 
Financial reports 
Quarterly reports 
System utilization reports 
Annual update to the Commander’s memorandum of 

commitment 
Annual update to the LCCE 
Etc…. 

The program office will give you formats for all required reports. 
 
COMMUNICATION 
The program office management and staff are very interested in your center’s 
success.  Your success will provide valuable HPC resources to meet your 
organization’s mission requirements and also help other users take advantage 
of the program’s capabilities. 
 
You will have access the the entire program office management and staff and 
it is important for you to ask questions, provide recommendations, and give 
us all the feedback you think is appropriate. 
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HPCMP COMMUNITY MEMBERSHIP 
 
By being selected for funding as a distributed center and accepting that 
funding, you are joining a community of top managers, scientists, engineers, 
developers, facilitators, teachers, academics, industry, and support staff – all 
of whom are available to help you succeed in employing HPCMP assets to 
DoD’s advantage.  Your organization will be expected to take advantage of 
this community relationship and also to contribute to the community.  
 
The program’s facets span the entire HPC realm and all of these are available 
to your organization’s users if their work qualifies under the program’s 
charter.  You should learn more about the capabilities and services available.  
To help, HPCMP management will visit your site and provide a briefing for 
your senior management and staff about the program and what is available. 
 

shared resource centers 
major shared resource centers 
distributed centers 

high speed wide area network 
software development 
training 

off site 
by WWW 
at your location 

collaborations 
sharing lessons learned 

corporate initiatives 
metacomputing 
scientific visualization 
mass storage 

etc. 
etc. 

 
All program participants are expected to share useful information, help each 
other and promote the activities of the program.  Distributed center 
management and staff are expected to assist the program office staff in 
preparing noteworthy success stories when warranted.  Distributed center site 
managers are expected to participate in HPCMP conferences, working 
groups, user group meetings, and other fora and provide information on their 
WWW sites to foster communication among users, service providers, and 
other collaborative organizations. 
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DUTIES AND OPPORTUNITIES 
 

Once again, stated from another point of 
view….it is very important that you staff 
your center with qualified and motivated 
personnel and that you lead the team to 
help you run the center. 

 
Distributed center site managers have many roles and responsibilities within 
the HPCMP.   There are also opportunities for greater participation within 
the program. 
 
These are each distributed center site manager’s absolute “must do’s”: 

- Execute your distributed center proposal objectives. 
- Implement and execute all management and reporting requirements. 

and 
- Manage the distributed center in accordance with HPCMO and 

Service guidelines. 
 
Among other tasks, the “must do’s” will involve:  

- reports – recurring reports mentioned previously plus others ad hoc  
- documentation 
- some program support 
- much user support (including arranging for someone to assume 

Service/Agency Approval Authority duties) 
and 
- some special projects and requirements 

 
Site managers and their staff will also have opportunities to provide 
additional value to the program and its participants.  These are truly 
opportunities and are not mandatory; but as you learn more about the 
program and its participants, you  and your staff will want to get involved in 
some of these areas. 

participating in  
 program level integrated product teams 
 program strategic planning 
serving on 
 the Distributed Centers Working Group 
 source selection evaluation boards 
 advisory panels 
helping develop 
 user surveys 
 requirements documents 
 modernization plans 
sponsoring technical workshops 
attending and helping with 
 annual SuperComputing conferences 
 annual User Group conferences 
 other special workshops, conferences and exhibits 
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EvaluateEvaluate
Based on your

evaluation, did the
systems deliver what

you expected?

SelectSelect
How do you know
you have selected
the best projects?

ControlControl
What are you doing

to ensure that the
projects will deliver

the benefits
projected?

 

POST IMPLEMENTATION EVALUATION 
 
The HPCMO sponsors a post-deployment evaluation and assessment process 
(P-DEAP) meeting annually to evaluate the information technology 
investments we have made at the distributed centers.  The High Performance 
Computing Advisory Panel (HPCAP) members are the primary evaluators 
for this meeting.  The panel is composed of high level representatives of the 
science and technology and test and evaluation executives from each Service 
and DoD.  The panel’s role is to determine whether the evaluated DCs met 
their stated mission requirements as outlined in the proposals the sites 
submitted to become DCs.  This is a formal review and has significant 
repercussions (positive and negative) for the sites evaluated.  If selected as an 
FY 2002 distributed center, your site’s performance will be evaluated in 
FY 2004. 
 
The program’s P-DEAP involves the conduct of reviews, focusing on 
anticipated versus actual results for cost, schedule, performance, and mission 
improvement outcomes.  The reviews identify major differences between 
plans and end results and provide insight into the causes for those 
differences.  They help appropriate decision makers determine whether to 
continue, modify, or cancel the initiative, or project.  The review, coupled 
with other evaluation tools, provides insights about where the program may 
modify the existing investment selection and control processes.  Thus, the 
information from the P-DEAP helps senior management develop better 
decision criteria during the selection process and improve the evaluation of 
ongoing projects during the control process. 
 
The image on the right illustrates the interrelationships among the selection, 
control, and evaluation processes and is based on guidance and directives 
issued as a result of the Information Technology Management Reform 
Act. 
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SUNSET 
 
Finally, your distributed center status and associated responsibilities do not 
last forever.  The program has a sunset policy that will provide for your site’s 
“decommissioning” as a distributed center. 
 
The normal period of performance for a distributed center is the remainder of 
the fiscal year after deployment of a system procured with HPCMP-provided 
funds and the following three full fiscal years.  (The figure, below, illustrates 
the time line.)  Program requirements, as determined by the HPCMP Director 
may, in rare instances, extend that period.  Otherwise, distributed centers are 
transitioned automatically at the end of the third full fiscal year following 
deployment of a new or upgraded system funded by the HPCMP. 
 
“Decommissioning” releases the site from HPCMP oversight and the 
transition from active distributed center status confers a number of benefits 
on the affected host site and the HPCMP in general.  The host organization is 
relieved of the responsibilities outlined in the terms of reference that funded 
the DC.  The program office is relieved of data collection and oversight 
responsibilities, and avoids a proliferation of DCs not providing leading edge 
high performance computing resources. 
 
Besides these benefits, there is relatively little change in the site's association 
with the program.  Former centers, at their discretion, may continue to 
support established external customers and may continue to derive benefit 
from HPCMP participation to the extent that limited resources permit.  
Former centers may still participate on advisory panels and working groups.  
They may still attend HPCMP-sponsored workshops, symposia, and the like.  
The program office may still accept “success stories” from former DCs.  
Former centers remain eligible for future competitive selection and grants 
under the HPCMP.  Successful development and transition of mature DC 
capabilities are considered strong positive factors in future DC selections. 
 


